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recurrence equation

µ′h+2 + (γ − 1)µ′h+1 − λ
h
∑

m=0

(

h

m

)

[

µ′m+2 + (α+ β)µ′m+1 + αβµ′m
]

= 0,

(2.3)
for h = 0, 1, 2, ... if λ < 1 or the distribution is finite, and for h =
0, 1, 2, ..., k − 2 if λ = 1 and γ > α + β + k with k ≥ 2. It is of note
that this recurrence relation can not generally provide explicit expressions
of moments from parameters, because n equations involve n+ 1 moments;
nevertheless, if λ = 1, n equations involve n moments which may be calcu-
lated as solutions of the corresponding linear system.

On the other hand, as Johnson et al. (1992) suggest, the GHD distri-
butions, generated by the 2F1 function, may be seen as mixtures of dis-
tributions generated by the 1F0 and the 1F1 functions where the mixing
distributions are generalized Beta and Gamma distributions, respectively.
A clearer methodology in order to make explicit these results is given by
the conditional specification of these distributions: Arnold et al. (1999)
provide a result in exponential families that determines the most general
marginal distributions when the conditional distributions are assumed.

As an example of this type of results, it can be proved that if γ > β,
the GHD I (α, β, γ, λ) is the mixture

Poisson (Λ) ∧
Λ
Gamma

(

α,
λ (1− P )

1− λ (1− P )

)

∧
P
GBeta (γ − α− β, β, α, λ) ,

(2.4)
where GBeta (γ − α− β, β, α, λ) denotes a generalization of the Beta dis-
tribution whose density function is

fP (p) =
1

2F1 (α, β; γ;λ)

Γ(γ)

Γ(γ − β)Γ(β)

pγ−β−1 (1− p)β−1

(1− λ (1− p))α
, 0 ≤ p ≤ 1.

(2.5)

3 Applications

This type of results about mixtures allows us to obtain interesting conclu-
sions about the variability of data.

Thus, if γ > β and X ; GHD I (α, β, γ, λ) ,

V arX = αEP [V ] + αEP

[

V 2
]

+ α2V arP (V ) , (3.1)


