Creating a virtual partition
Phase 1: 

•
The initiator sends a Join request to each potential member. The argument of Join is a proposed logical timestamp for the new virtual partition.

•
When a replica manager receives a Join request, it compares the proposed logical timestamp with that of its current virtual partition.

–
If the proposed logical timestamp is greater it agrees to join and replies Yes;

–
If it is less, it refuses to join and replies No.

Phase 2:

•
If the initiator has received sufficient Yes replies to have read and write quora, it may complete the creation of the new virtual partition by sending a Confirmation message to the sites that agreed to join. The creation timestamp and list of actual members are sent as arguments.

•
Replica managers receiving the Confirmation message join the new virtual partition and record its creation timestamp and list of actual members.

Summary for Gossip and replication in transactions
· the Gossip architecture is designed for highly available services

· it uses a lazy form of replication in which RMs update one another from time to time by means of gossip messages

· it allows clients to make updates to local replicas while partitioned

· RMs exchange updates with one another when reconnected

· replication in transactions

· primary-backup architectures can be used

· other architectures allow FMs to use any RM

· available copies allows RMs to fail, but cannot deal with partitions

· quorum consensus does allow transactions to progress in the presence of partitions, but the performance of read operations is degraded by the need to collect a read consensus 

